
Countering division with friendliness: How feeling understood by a friendly 
AI triggers both openness and resistance

Raphael Emanuel Huber *

University of Bern, Switzerland

A R T I C L E  I N F O

Keywords:
Feeling understood
AI chatbot
Polarization
Persuasion
Elaboration likelihood model
Misinformation
Openness
Division
Conversational receptiveness
Conspiracy theories
Cognitive warefare
Feeling heard
Counterattitudinal behavior

A B S T R A C T

Fostering understanding across divides could counter societal polarization but also risks reinforcing existing 
views. Using AI chatbots to experimentally induce interpersonal experiences, it was tested whether feeling un
derstood enhances openness to opposing information. Across four studies (N = 1839), participants engaged in 6- 
min chatbot conversations before reading articles that challenged their vaccination or climate change views. 
These conversations were experimentally varied to be neutral, deflective, friendly, corrective, or understanding- 
focused. Both understanding-focused and friendly conversations increased feelings of understanding, enhancing 
perceived credibility of opposing information and predicting counter-attitudinal behavioural inten
tions—mediated paths that persisted at a 60-day follow-up. While experimental mediation effects were small but 
consistent (β = 0.02–0.06), correlational relationships were robust (β = 0.12–0.41). The effects were strongest 
among anti-vaccination and climate-sceptic participants. However, despite producing the strongest initial effects 
on credibility and intentions, random topic friendly conversations also generated suppressed negative direct 
effects that became apparent at follow-up, suggesting dual systems: one that automatically responds to social 
cues, and another that simultaneously detects inauthenticity. Factual corrections, initially without impact, 
showed positive effects at follow-up. These findings illuminate feeling understood as fundamental to bridging 
divides—powerful enough that even artificial displays activate openness, yet suggesting potential resilience 
through simultaneous authenticity detection, with implications for defending against cognitive warfare.

1. Introduction

How can problems like climate change or a pandemic be addressed if 
parts of affected populations fail to recognise these issues? What purpose 
do conventional weapons serve when cognitive warfare occurs in peo
ple’s minds, turning populations against each other? The failure of 
population segments to acknowledge critical global issues presents a 
barrier to effective societal response (Begum et al., 2024; Chan et al., 
2024; Gao, 2023; Hornsey et al., 2018; Imhoff & Lamberty, 2020; Kor
destani et al., 2023; Loomba et al., 2021; Nwokolo, 2025; Rutjens & 
Hornsey, 2024; Tyson et al., 2023; Većkalov et al., 2024).

These issues are exploited by cognitive warfare—operations target
ing the human mind to manipulate how individuals think and act 
(Claverie, 2024; Claverie & Du Cluzel, 2022; Henschke, 2024; 
Pocheptsov, 2018). Such manipulation unfolds on digital platforms 
where misinformation and echo chambers leverage cognitive vulnera
bilities to sow division (Jarynowski et al., 2023; Mahjob & Shakori, 
2022; Parezanović & Proroković, 2024; Tashev et al., 2019). Polarised 

movements, in particular, can attract individuals with higher narcissistic 
and psychopathic tendencies who hijack these causes to satisfy their 
own ego-focused needs (Bertrams & Krispenz, 2025; Krispenz & Ber
trams, 2024), potentially becoming unwitting instruments of divisive 
agendas. The resulting polarization can turn population segments 
against one another, potentially weakening societies geopolitically (U.S. 
Senate Select Committee on Intelligence, 2017; Zilinsky et al., 2024). 
This raises fundamental questions about preserving societal cohesion 
when warfare operates within minds themselves (Deppe & Schaal, 2024; 
Orinx & Struye de Swielande, 2022; Tashev et al., 2019).

1.1. From fact-checking to interpersonal understanding

Current research illuminates who believes misinformation and con
spiracy theories and why, while revealing limitations in existing in
terventions. Belief in conspiracy theories correlates with social 
disadvantage, societal discontent, and polarised ideologies (Biddlestone 
et al., 2022; K. M. Douglas et al., 2017, 2023), alongside individual traits 
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including heightened insecurity, intuitive cognitive styles, and narcis
sistic tendencies (Bertlich et al., 2025; Biddlestone et al., 2022; Cosgrove 
& Murphy, 2023; K. M. Douglas et al., 2016, 2019, 2023; Dyrendal et al., 
2021; Ecker et al., 2022; Tam & Kim, 2023). These beliefs may serve 
psychological functions—addressing epistemic, existential, and social 
needs—and potentially reflect evolved mechanisms for communicating 
unrepresented threats (K. M. Douglas et al., 2017; Palecek & Hampel, 
2024).

Preventive interventions have employed “pre-bunking” based on 
inoculation theory (W. J. McGuire, 1961), exposing individuals to 
weakened misinformation doses to build cognitive resistance 
(Lewandowsky et al., 2012; Lewandowsky & Van Der Linden, 2021; 
Traberg et al., 2022). This approach, whether topic-specific or 
technique-focused, demonstrates success experimentally (Basol et al., 
2020; Cook et al., 2023; Maertens et al., 2021; Roozenbeek et al., 2020, 
2022; Traberg et al., 2022). While more effective than post-hoc 
debunking both approaches remain fundamentally reactive.

The epistemic challenge runs deeper. Establishing and communi
cating truth becomes problematic when conspiracy theories resist 
falsification and those debunking lack specific expertise (Harambam, 
2021; Kirmayer, 2024a, 2024b; Pigden, 2024; Zembylas, 2023). From a 
critical rationalist perspective, claiming dominance over truth is inher
ently problematic (Popper, 1984). Some researchers therefore advocate 
shifting focus from direct refutation to alternative strategies that address 
ethical and political implications rather than narrowly epistemic con
cerns (Harambam, 2021; Zembylas, 2023). This epistemic humil
ity—acknowledging that knowledge approaches rather than attains 
truth—may serve as fertile ground for more nuanced interpersonal 
approaches.

When we relinquish claims to absolute truth, we create space for 
genuine dialogue. Researchers exploring interpersonal strategies 
recommend five approaches when engaging with conspiracy believers, 
noting limited empirical validation for these holistic methods (K. M. 
Douglas et al., 2024). These include: open-minded, non-confrontational 
starts that increase correction credibility (Walter & Tukachinsky, 2020); 
affirming critical thinking while encouraging its application to be
lievers’ own sources; addressing underlying psychological needs; 
recognizing when to disengage; and fostering conversational recep
tiveness through empathy and verbal acknowledgment.

The fifth strategy—receptiveness—deserves particular attention 
given that division itself represents a core mechanism of cognitive 
warfare (Jarynowski et al., 2023; Mahjob & Shakori, 2022; Parezanović 
& Proroković, 2024; Tashev et al., 2019). Rather than fact-checking or 
preparing for misinformation, efforts could focus on directly counter
acting division by fostering interpersonal understanding. This could 
entail listening to individuals, respecting their decisions, seeking to 
understand their perspectives, and acknowledging their concerns. While 
this approach may seem to risk amplifying extreme viewpoints—and 
appears counterintuitive when facing socially unaccepted view
s—evidence indicates that acknowledging rather than directly coun
tering opposing opinions increases openness to different viewpoints, 
fosters perspective convergence, and reduces societal division.

Conversational receptiveness—specifically “receptiveness to 
opposing views”—is considered distinct from agreement or responsive
ness, and involves acknowledging opposing views without necessarily 
supporting them (Minson & Chen, 2022). Research shows, teachable 
linguistic behaviours convey such acknowledgment, improving per
ceptions of reasonableness and trustworthiness (Minson & Chen, 2022; 
Yeomans et al., 2020), de-escalating conflict, and fostering future 
engagement (Itzchakov et al., 2017; Reschke et al., 2020).

1.2. The psychological power of feeling understood

Indeed, the subjective experience of feeling understood through such 
receptiveness and other means demonstrates effects across contexts. At 
interpersonal levels, it buffers marital conflict (Gordon & Chen, 2016), 

enhances intellectual humility (Itzchakov et al., 2024), and increases 
well-being through life satisfaction, positive affect, and fewer negative 
physical symptoms (Lun et al., 2008; Morelli et al., 2014; Oishi et al., 
2010). At intergroup levels, it fosters trust between societal groups (Ioku 
& Watamura, 2022; Livingstone, Fernández Rodríguez, & Rothers, 
2020; Livingstone, Windeatt, et al., 2020), promotes cross-group contact 
intentions (Itzchakov & Reis, 2021; Roos et al., 2023), and facilitates 
cooperation across cultural divides (Bruneau & Saxe, 2012; Ioku & 
Watamura, 2022, 2025; Livingstone, 2023; Oishi et al., 2010).

These benefits manifest neurally. Feeling understood activates 
reward-associated regions like the ventral striatum, while being 
misunderstood engages the anterior insula and networks processing 
social pain (Morelli et al., 2014; Seehausen et al., 2014). Such experi
ences satisfy fundamental needs for recognition and belonging, fostering 
psychological safety that reduces defensiveness and reactance when 
discussing contentious topics (Gordon & Chen, 2016; Itzchakov & 
DeMarree, 2022; Minson & Chen, 2022).

However, “feeling understood” is lacking uniform definition and 
measures. Though it is often assessed through relationship-focused 
scales (Gordon & Chen, 2016; Reis et al., 2017), intergroup perception 
measures (Livingstone, Fernández Rodríguez, & Rothers, 2020), or 
cognitive appraisals of conversational quality (Morelli et al., 2014; Roos 
et al., 2023; Seehausen et al., 2014; Yin et al., 2024). The acute, pri
marily affective dimension of feeling understood—as a distinct 
emotional state immediately following specific exchanges—remains 
underexplored.

Similarly varied are studies measuring how feeling understood re
lates to openness to opposing information. They typically assess 
behavioural intentions to engage with opposing views (Itzchakov & 
Reis, 2021; Livingstone, Fernández Rodríguez, & Rothers, 2020), will
ingness to affiliate with those holding different perspectives (Minson 
et al., 2020; Yeomans et al., 2020), or shifts in attitude structure and 
certainty (Itzchakov et al., 2017, 2024). Few operationalise openness as 
direct credibility evaluation of specific opposing information immedi
ately post-interaction, nor trace this to subsequent behavioural choices.

1.3. Integrating feelings of understanding into the Elaboration Likelihood 
Model

Furthermore, despite its relevance to persuasion and positive affect 
(Griskevicius et al., 2010; Petty & Briñol, 2015; Petty et al., 1993; 
Schwarz & Bless, 1991; Worth & Mackie, 1987), the Elaboration Like
lihood Model (Petty & Cacioppo, 1986), a cornerstone of persuasion 
research, has not been the predominant framework for examining how 
feelings of understanding influence attitude change. The ELM’s potential 
for explaining how psychological safety fosters unbiased elaboration 
was noted, while simultaneously critiquing its traditional focus on uni
directional rather than interpersonal communication (Itzchakov & 
DeMarree, 2022). However, the ELM can accommodate interpersonal 
dynamics when information processing is understood as continuously 
adapting based on reciprocal experiences of validation within the 
interaction.

Building on how positive affect influences elaboration (Petty & Bri
ñol, 2015; Petty et al., 1993), four potential mechanisms can be out
lined—partially challenging findings that positive mood promotes 
peripheral processing (Schwarz & Bless, 1991; Worth & Mackie, 
1987)—through which feeling understood might facilitate more favor
able processing of opposing information (Fig. 1).

First, feeling understood could enhance motivation for effortful 
central route processing. The empirically demonstrated psychological 
safety and interpersonal connection from feeling understood (Gordon & 
Chen, 2016; Itzchakov & DeMarree, 2022) transforms potentially 
adversarial exchanges into constructive dialogue, increasing willingness 
to carefully consider challenging information.

Second, opposing information could trigger negative affect that de
pletes cognitive resources. Feeling understood activates reward regions 
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(Morelli et al., 2014), potentially mitigating these responses and freeing 
cognitive capacity for systematic processing.

Third, feeling understood could influence the nature of elaboration 
during central route processing. Rather than defensive counter-arguing, 
enhanced source trustworthiness from feeling understood can steer 
cognitive processing toward more thorough, less biased asses
sment—particularly when elaboration likelihood is high.

Fourth, under low elaboration conditions, feeling understood may 
act as a peripheral cue. The positive affective state may be misattributed 
to the message itself, while enhanced source likability encourages 
acceptance through heuristic processing (“this person understands me, 
so their message is likely valid”).

1.4. The present research

The present research program addressed these gaps by investigating 
how experimentally induced feelings of understanding influence 
engagement with opposing information. Openness was operationalised 
through immediate credibility ratings and downstream counter- 
attitudinal behavioural intentions and define feeling understood as the 
positive affective state experienced when perceiving conversational 
acknowledgment of one’s viewpoint.

It was hypothesised that feeling understood influences perceived 
credibility of opposing information, which in turn mediates effects on 
behavioural intentions. Four studies progressively explored this phe
nomenon across vaccination (Pilot, Study 1) and climate change 
(Studies 2–3) contexts. The general procedure involved: measuring 
baseline attitudes; randomly assigning conversational experiences; 
assessing feelings of understanding (Studies 1–3); presenting counter- 
attitudinal news articles; measuring perceived credibility; and 

assessing behavioural intentions (vaccinate, vote for pro-climate poli
tician) through fictional scenarios (Fig. 2).

Given potential complications of human-led experimental conver
sations, Large Language Model chatbots were employed based on the 
Computers Are Social Actors paradigm (Reeves & Nass, 1996), which 
posits that individuals unconsciously apply social norms to computer 
interactions.

The Pilot study validated this methodology, comparing no conver
sation with an understanding chatbot that explored participants’ 
vaccination opinions while remaining non-confrontational and uncon
ditionally acknowledging, aiming to induce feelings of understanding 
related to a topic to positively influence central route processing. Study 
1 directly contrasted this understanding approach with deflecting re
sponses on unrelated topics, introducing the Feelings of Understanding/ 
Misunderstanding Scale (Cahn & Shulman, 1984) to capture immediate 
affective experiences. Study 2 extended findings to climate sceptics, 
comparing four conditions: neutral conversation on random topics, 
corrective conversation countering climate misconceptions with scien
tific arguments, understanding conversation exploring their climate 
views non-confrontationally, and friendly conversation on positive un
related topics to induce topic unrelated positive emotion potentially 
triggering peripheral processing. This design differentiated feeling un
derstood about one’s views from factual correction or general positivity. 
Study 3 provided 60-day longitudinal follow-up.

Across studies, LLM technology’s potential was explored for quali
tative conversation evaluation and data quality assessment.

This research program extends existing work on interpersonal un
derstanding by examining how feeling understood influences informa
tion processing—without amplifying previous viewpoints. By providing 
empirical evidence for these mechanisms, the study sheds light on how 

Fig. 1. Extended elaboration likelihood model incorporating feelings of understanding. 
Note. Thicker green arrows indicate positive/favorable processing paths, thin red arrows indicate negative/unfavourable paths, grey arrows indicate neutral out
comes, and purple arrows represent the theoretical contributions of feelings of understanding to processing outcomes.

Fig. 2. Experimental procedure across studies. 
Note. The Feelings of (Mis)Understanding Scale was only administered in Studies 1–3. Experimental conditions: Pilot (No Chat vs. Understanding Chat), Study 1 
(Deflective vs. Understanding Chat), Study 2 (Neutral vs. Corrective vs. Understanding vs. Friendly Chat). Study 3 was a 60-day follow-up without manipulation re- 
measuring attitudes and intention.
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interpersonal strategies can preserve democratic discourse and societal 
cohesion without claiming epistemic dominance. This addresses division 
at its core rather than its symptoms, offering a path beyond perpetual 
fact-checking battles.

2. Methods

2.1. Common methods across studies

Ethics and Overview: Ethical clearance was obtained from the 
Research Ethics Committee at the University of ___ (2022-07-0004) 
[Anonymized for Peer Review]. All participants provided informed 
consent. Data, analysis code, and software version details are available 
at https://osf.io/tn4cq/and Supplementary Methods S2.1.2. 
Throughout, ‘SM’ denotes Supplementary Materials, ‘SMt’ Supplemen
tary Methods, and ‘SR’ Supplementary Results. Single references starting 
with 3 indicate parallel content across studies (e.g., SM-S3.2, S4.2, S5.2).

Participants and Recruitment: Participants aged 18+ from the 
United States were recruited via CloudResearch Connect (Hartman 
et al., 2023) for all studies and Prime Panels (Chandler et al., 2019) 
additionally for Study 2. Compensation ranged from $2.00–2.50 for 
14–15 min surveys. Sample sizes determined through Monte Carlo 
simulations (Kline, 2023; Muthén & Muthén, 2002) for planned struc
tural equation models, supplemented by guidelines: 10:1 
participant-to-parameter ratio (Bentler & Chou, 1987; Brown, 2015; 
Hoyle, 2023; Kline, 2023; Muthén & Muthén, 2002; Whittaker & 
Schumacker, 2022). Power analyses targeted 80 % power (α = .05, 
two-tailed) for detecting medium effect sizes based on prior research 
(Jolley & Douglas, 2014, 2017). Final samples after quality exclusions: 
Pilot (n = 239), Study 1 (n = 470), Study 2 (n = 752), Study 3 (n = 378). 
Details per Study: SMt-S3.2.2.

General Procedure: Studies 1–3 followed consistent structure: 
baseline attitude measurement, 6-min chatbot conversation (experi
mental manipulation), post-manipulation assessment including feelings 
of understanding (Study 1–3), presentation of attitude-challenging 
article, credibility assessment, and behavioural intention measure
ment. Attention checks were embedded throughout (SMt-S2.2). Chatbot 
interactions used OpenAI’s API (GPT-4 for Pilot/Study 1; GPT-4o for 
Study 2) embedded via iFrame. Conversations automatically terminated 
after 6 min. All participants received welcoming messages emphasizing 
genuine interest and non-judgment to reduce social desirability bias. 
Chatbot introductions were minimal across all conditions (“converse 
with the Chat-Bot below … Read your answers later”), except Under
standing Chat which received framing emphasizing genuine interest, 
appreciation for viewpoints, and the chatbot’s training on real in
teractions. This differential framing aimed to amplify the Understanding 
Chat’s subsequent empathetic responses. All participants received 
comprehensive appropriate debriefing. Full procedure: SM-S3.2 and 
SMt-S3.3. Given documented quality issues with online participant 
platforms (B. D. Douglas et al., 2023; Peer et al., 2021; Webb & Tangney, 
2024; Zhang & Gearhart, 2020), a multi-layered quality assurance sys
tem was implemented across all studies. An extensive rationale for and 
detailed criteria are provided in SMt S2.2.

Core Measures: Feelings of Understanding/Misunderstanding (FUM) 
Scale (Studies 1–3): Measures affective experience of feeling understood 
versus misunderstood (Cahn & Shulman, 1984) through ratings of 
associated feelings (satisfaction, comfort versus annoyance, sadness) on 
5-point scales. Chosen deliberately because critiqued for measuring 
feelings rather than a cognitive appraisal (Grice, 1997; Schrodt, 2003; 
Schrodt & Finn, 2011). Scores calculated as understanding minus 
misunderstanding ratings (α = .92- 0.94).

Perceived Article Credibility: Five items adapted from Flanagin & 
Metzger (Flanagin & Metzger, 2000) assessing accuracy, trustworthi
ness, completeness, bias, and overall credibility on 7-point scales (α =
.88-0.93).

Topic-Specific Measures: The Vaccination Status Identification 

(Henkel et al., 2022) (VSI) scale Studies 1 and 2; Vaccination Attitudes 
Examination (Martin & Petrie, 2017) (VAX) for Study 1; Climate Change 
Scepticism Questionnaire (CCSQ) for Studies 2–3 (De Graaf et al., 2023), 
measuring on 6/7-point scales (α = .79- 0.91).

2.2. Complete measure listings, descriptions, and characteristics appear in 
SM-S3.2, SMt-2.10 and SR-S3.3ff

Chatbot Implementation: The Understanding Chat condition 
instructed chatbots to enquire about participants’ topic (vaccination, 
climate change) opinions then respond with unconditional friendliness 
and understanding. Core instructions included using phrases like “I 
understand,” asking clarifying questions, and finding common ground 
while explicitly prohibiting factual corrections or opposition. This 
required informing GPT-4 of the research context to override default 
correction behaviours (complete prompts in SM-S3.2.4). See Table 1 for 
a listing of all experimental conditions across studies.

Statistical Analysis: Analyses progressed from descriptive statistics, 
correlation tables, through regression to structural equation modelling. 
Group comparisons procedures SMt-2.3. Regressions and Structural 
Equation Modelling (SEM) progressed from base models to extended 
models with demographic control (sex, age, education, race, SMt-2.5) 
and exploratory control variables (SMt-2.11). The full set of control 
variables was included in regressions, which subsequently informed 
their selective inclusion in the SEM. Ordinal logistic regression handled 
Likert outcomes. Assumptions were checked and where violated 
appropriate methods were employed (i.e. scale parameters allowed to 
vary (Agresti, 2010; Tutz, 2022), MM-estimation, robustbase (Maechler 
et al., 2024), KS 2014 (Koller & Stahel, 2017) to reduce local breakdown 
issues). SEM using lavaan (Rosseel et al., 2024) tested the hypothesised 
mediation pathway derived directly from our theoretical extension of 
the Elaboration Likelihood Model (ELM), as detailed in Fig. 1: experi
mental condition → feelings of understanding → article credibility → 
behavioural intentions. Study 1 used WLSMV estimation appropriate for 
ordinal outcomes (Brown, 2015; Sass et al., 2014; Whittaker & 

Table 1 
Overview and description of experimental conditions across all studies.

Condition Topic Brief Description Studies 
(n)

No Chat N/A Participants waited for 1 min; served as 
a no-interaction baseline.

Pilot 
(129)

Deflective Unrelated Mimicked a non-validating partner by 
asking superficial questions and 
ignoring participant responses.

Study 1 
(253)

Neutral Unrelated Asked generic, indifferent-toned 
questions on random topics, 
establishing a non-emotional baseline.

Study 2 
(207)

Understanding On-Topic Explored and validated participant’s 
specific views (on vaccination or 
climate change) non- 
confrontationally.

Pilot 
(110) 
Study 1 
(217) 
Study 2 
(165)

Corrective On-Topic Respectfully countered participant’s 
misconceptions with scientific facts 
and arguments.

Study 2 
(181)

Friendly Unrelated Engaged in a warm, positive 
conversation on participant-chosen 
topics, validating the person rather 
than their views.

Study 2 
(199)

Condition Topic Brief Description Studies 
(n)

Note. N = number of participants in the final sample for each condition. “On- 
Topic” refers to conversations about the core study topic (vaccination in Pilot/ 
Study 1; climate change in Study 2); “Unrelated” refers to conversations on 
different topics. Total N = 1839. Full chatbot prompts, fine-tuning data, and 
detailed implementation logic for each condition are available in the Supple
mentary Materials and Methods.
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Schumacker, 2022). Potential WLSMV fit indices inflation (Kline, 2023; 
C.-H. Li, 2016, Rhemtulla et al., 2012; Savalei, 2021) was addressed 
through sensitivity analyses using MLR. Studies 2–3 utilised MLR 
(Maximum Likelihood Robust) estimator appropriate for multi-item 
outcomes and non-normal distributions (Brown, 2015; Hoyle, 2023; 
Sass et al., 2014); Model fit assessed via CFI/TLI (>0.90), RMSEA 
(<0.08), and SRMR (<0.08) (Hu & Bentler, 1999; Kline, 2023). Com
mentary on treating Likert scales as continuous: SMt-S2.4. Baseline 
attitude scores (VAX for vaccination, CCS for climate) were controlled in 
all models as they determined participant inclusion and strongly pre
dicted outcomes. Controlling for these pre-existing opinions isolated 
experimental effects from baseline differences, preventing omitted var
iable bias and improving treatment effect precision (Hayes & Little, 
2022; Kahan & Morris, 2012).

Large Language Model Analysis: LLMs systematically analysed 
chat conversations for participant ID extraction and engagement 
assessment. Implementation evolved from basic GPT-4 (Pilot) to multi- 
model validation including fine-tuned models (Study 2). Human vali
dation served as gold standard throughout, with minimal exclusions 
resulting from chat engagement assessment. For the Pilot and Study 1 all 
conversations were evaluated by one human reviewer. In Study 2 a 
hybrid approach was tested: All conversations flagged by the LLM for 
poor engagement were manually reviewed, additionally random 10 % of 
the remaining conversations (rated unanimously positive by multiple 
LLM reviewers) were human reviewed. Any conversation confirmed as 
non-serious or meaningless by the human rater was excluded. This 
hybrid approach ensured data quality while managing the large volume 
of conversational data. Exclusion due to low quality chat was 0.7 %–1.5 
% (See SMr, 3.3.2, 4.3.3, 5.3.3 for extensive exclusion analysis). 
Furthermore, LLM analysis methods and additional explorations are 
comprehensively reported in SMt-2.12, SM-S3.3. Interrater reliability 
between human review and different LLMs are reported in SMr-3.6, 4.6, 
5.6.

Deviations from Preregistrations: The analysis was guided by the 
preregistrations, with several refinements implemented to ensure the 
most rigorous test of the hypotheses. These refinements included:

Statistical Modelling: To best fit the observed data, robust and 
ordinal regression methods were employed instead of standard GLMs. 
Baseline attitudes were incorporated as covariates to isolate experi
mental effects more precisely, a necessary step given their strong pre
dictive power.

Data Quality Assurance: Preregistered qualitative data checks were 
supplemented with quantitative criteria (e.g., for chat engagement and 
outlier detection) to ensure data validity.

Sampling: Practical sampling strategies were adapted as needed to 
meet recruitment targets.

A complete description and justification for all refinements across 
each study is documented in the Supplementary Materials (SMt-3.6).

2.3. Pilot study

Participants: From 317 participants pre-selected for COVID-19 non- 
vaccination status recruited via Connect (May 2024), 300 completed the 
study. Following multi-layered quality control, 61 participants (20.3 %) 
were excluded—primarily for reading 300-word articles under 30 s (n =
37) or chat-related criteria (n = 15). Excluded participants were more 
likely male, younger, with faster reading times (all P values < 0.05). 
Final sample: N = 239 (mean age = 41.3 years, SD = 12.5; 63.2 % fe
male). See SM-S3.2 and SR-S3.2ff for complete flow and exclusion 
analyses.

Procedure: Participants were informed about real-time chat, 
requiring comfort with typing longer text. After baseline scales (VSI, 
VCB, PDV) random assignment placed participants in either No Chat (1- 
min wait) or Understanding Chat conditions. They were told they would 
communicate with researchers but not informed of AI involvement—a 
deception addressed only during debriefing. Real-time scoring of 

combined vaccine conspiracy and danger beliefs (>76 = anti-vaccina
tion) determined article assignment: pro-vaccination participants read 
conspiracy content (Jolley & Douglas, 2014) claiming vaccines cause 
autism and pharmaceutical profit motives, while anti-vaccination par
ticipants read debunking content with scientific evidence. The vacci
nation scenario asked participants to assume parenthood of 8-month-old 
“Sophie” facing a decision about vaccinating against “dysomeria”—a 
fictional disease causing fever, vomiting, and potential severe outcomes 
(Betsch & Sachse, 2013; Jolley & Douglas, 2014). Pro-vaccination par
ticipants who read conspiracy content received corrective information 
during debriefing.

Materials (SMt-2.10): Vaccine Conspiracy Belief Scale (VCB): Eight 
items measuring anti-vaccine conspiracy endorsement (Jolley & Doug
las, 2014, 2017) on 7-point scales (α = .96/ω = 0.96). Perceived Dangers 
of Vaccines Scale (PDV): Eight items assessing vaccine risk beliefs (Betsch 
& Sachse, 2013; Jolley & Douglas, 2014, 2017) on 7-point scales (α =
.88/ω = 0.88). Chat Satisfaction: Three custom items (enjoyment, feeling 
understood, respectful treatment) for Understanding Chat participants 
only (α = .77/ω = 0.80). Perceived article credibility (Flanagin & Metzger, 
2000) (α = .93/ω = 0.94). Vaccination Intention: Single item assessing 
intention to vaccinate (1 = definitely not, 7 = definitely vaccinate).

Analysis: Analyses used ordinal logistic regression for vaccination 
intention (categorical outcome) and linear models for credibility. Het
eroscedasticity in vaccination models, conditional on age and vaccina
tion opinion interactions, required heteroscedastic cumulative link 
models. Given modest condition × group interaction evidence (p =
.041), Bayesian analysis provided additional inference. Complete pro
cedures are in SMt-S3.4.

Exploratory analyses examined chat satisfaction and AI recognition 
as credibility predictors. Chat satisfaction showed initial significance (β 
= 0.21, p = .018) that became non-significant with controls (β = 0.15, p 
= .110). VSI showed no explanatory power beyond VCB and PDV, 
though surveying vaccination status identification might have fortified 
positions—prompting its retention in Study 1.

2.4. Study 1

Rationale: Seven modifications addressed pilot limitations to 
enhance methodological rigor. (SMt-3.7 for detailed rationale).

AI Disclosure: Participants were informed of AI interaction upfront, 
addressing negative effects when pilot participants discovered decep
tion. This prevents expectancy violations (Burgoon, 1993), follows 
emerging ethical guidelines (Bloch-Atefi, 2025; J. McGuire et al., 2023), 
and reduces confounding from trust-breach reactions that could influ
ence information processing pathways (Petty & Briñol, 2015; Petty & 
Cacioppo, 1986).

Active Control: “Deflective Chat” replaced no-interaction control, as 
non-responsive chatbots produce lower perceived understanding than 
empathetic responses (Rheu et al., 2024). Contrasting understanding 
with active deflection maximized variance in subjective experiences, 
enabling direct mechanism testing while controlling for interaction 
effects.

FUM Scale: Introduced Feelings of Understanding/Misunderstanding 
Scale to empirically measure the subjective experience previously only 
assumed, strengthening internal validity (Andrade, 2018; Döring & 
Bortz, 2016).

Unified Measurement: A single vaccination attitude scale replaced 
two pilot scales, enhancing measurement quality (Andrade, 2018; 
Döring & Bortz, 2016).

Contemporary nuanced Materials: Articles shifted from polarised 
vaccination arguments to COVID-19 mRNA vaccines (55 % of pilot 
conversations mentioned COVID-19). It replaced conspiracy accusations 
with doubt-fostering arguments about development speed; pro-vaccine 
content acknowledged concerns while presenting statistical evidence. 
This was implemented to avoid defensive reactions from extreme 
framing that may prevent central route processing (Velez & Liu, 2024; 

R.E. Huber                                                                                                                                                                                                                                        Computers in Human Behavior 176 (2026) 108870 

5 



Wood & Porter, 2016).
Aligned Scenario: The vaccination scenario was modified to specify 

mRNA vaccines, matching updated reading materials.
Neutral Exclusion: Neutral-stance participants were excluded to 

ensure clear baseline opinions, creating homogeneous groups with 
reduced variability and increased statistical power (Heidel, 2016; Jager 
et al., 2017).

Participants: From 1089 participants recruited via Connect 
(September 2024), 396 (35.0 %) were screened for neutral vaccination 
opinions and 36 (5.1 %) dropped out. From 657 completers, 187 (28.5 
%) were excluded—primarily for reading 270-word articles under 25 s 
(n = 99) or chat criteria (n = 56). Excluded participants were younger, 
Hispanic/Latino, less educated, lower income, rating articles as more 
credible (all p values < 0.05). Final sample: N = 470 (mean age = 42.6 
years, SD = 12.3; 59.6 % female). See SR-S4.2, SM-S4.2.

Procedure: Participants were explicitly informed about chatbot 
interaction. After VSI (Henkel et al., 2022) and VAX scales (Martin & 
Petrie, 2017), neutral-scoring participants (VAX 31–53) were screened 
out. Random assignment: Understanding Chat (identical to Pilot) or 
Deflective Chat (ask superficial non-vaccination questions, maintain 
robotic tone, disregard responses, statements with contrastive con
junctions. See SM-S4.2.4 for prompts). Post-chat, participants completed 
FUM scale (Cahn & Shulman, 1984), read custom COVID-19-specific 
moderately opposing articles, assessed credibility (Flanagin & 
Metzger, 2000), and responded to modified scenario specifying “mRNA 
vaccine.” See SM-S4.2 and SMt-S4.3.

Materials (SMt-2.10): (VAX) (Martin & Petrie, 2017): Replacing the 
Pilot’s two scales VCB and PDV, measured vaccination attitudes (α =
.98/ω = 0.98). (FUM (Cahn & Shulman, 1984): (α = .92/ω = 0.92). 
Perceived article credibility (Flanagin & Metzger, 2000): (α = .93/ω =
0.94).

Analysis: Ordinal logistic regression for vaccination intention was 
employed as outlined in SMt-S4.4 and failed in the Pro-Vaccination 
group due to proportional odds violations and sparse lower categories 
(n < 6 for ratings 1–3). Alternative approaches (Bayes) failed to 
converge, requiring cautious interpretation. Most linear models (on 
FUM, and credibility) needed robust estimation due to assumption 
violations.

Exploratory segmented regression identified breakpoints where chat 
turns-FUM relationships changed: 15 turns (Pro-Vaccination) and 11 
turns (Anti-Vaccination). Article reading duration was added as a con
trol based on correlations. VSI again showed no explanatory power.

Multi-group SEM tested COND→ FUM→ CRED→ VACINT with VAX 
as covariate. Feelings of (mis)understanding was specified as second- 
order factor indicated by first-order latent factors feelings of under
standing (eight items) and feelings of misunderstanding (eight items), 
reflecting the conceptualization of the scale as the difference between 
these constructs. After removing two poor-loading misunderstanding 
items (<0.45), partial metric invariance was established, confirming 
comparability of coefficients between the two groups (pro/anti-vacci
nation). The model with controls showed improved fit and was selected. 
Sensitivity analysis with MLR and path model supported the WLSMV 
model findings (complete description SMt-S4.5).

2.5. Study 2

Rationale: Nine modifications enhanced methodological rigor and 
theoretical scope based on pilot and Study 1 insights (SMt-4.7 for 
detailed rationale).

Topic Shift: The topic was changed from vaccination to climate 
change to decouple findings from COVID-19-specific confounds (media 
saturation, political alignments). This strengthens confidence that ef
fects relate to feeling understood rather than topic artifacts (Andrade, 
2018; Döring & Bortz, 2016).

Sceptic-Only Recruitment: Exclusively climate sceptics were recruited 
after Pro-vaccination participants showed minimal effects, enabling 

targeted mechanism examination.
Nuanced Materials: The pro-consensus climate article acknowledged 

natural climate variations before presenting evidence, avoiding defen
sive reactions from extreme framing (Velez & Liu, 2024). It incorporated 
value-framing connecting climate action to conservative principles 
(self-reliance, energy independence) (Feinberg & Willer, 2013; Lakoff, 
2002; Wolsko et al., 2016).

Chatbot Authorship: The article was attributed to the chat partner per 
CASA paradigm (Gambino et al., 2020; Nass & Moon, 2000; Reeves & 
Nass, 1996), enabling direct testing of how feeling understood by a 
source influences processing their message (Petty & Briñol, 2015; Petty 
& Cacioppo, 1986).

Multi-Item Voting: The single-item intention was replaced with a 
custom four items voting intention, and facilitating more robust statis
tical analyses (DeVellis, 2017). The candidate to be voted for was pro
filed as the chat partner, from the participant’s party but 
centrist/pro-climate, creating tension between party loyalty and issue 
scepticism.

New Conditions: Deflective Chat was replaced with three conditions 
to isolate mechanisms. Neutral Chat asked irrelevant questions without 
eliciting emotions. Corrective Chat politely addressed climate mis
conceptions with scientific evidence, testing whether factual correction 
works (Costello et al., 2024), though effectiveness was questioned 
(Lisker et al., 2025). Friendly Chat engaged participants in warm, 
climate-unrelated conversation to test whether general positive affect 
differs from topic-specific understanding—distinguishing superficial 
friendliness from the deeper engagement of Understanding Chat. Un
derstanding Chat was hypothesised to provide topic-specific validation, 
potentially engaging central-route processing, whereas ‘Friendly Chat’ 
was designed to induce general positive affect, hypothesised to act as a 
peripheral cue (Petty & Cacioppo, 1986).

Fine-Tuning: LLMs were trained on example conversations for 
improved coherence versus single shot prompting.

Anthropomorphism Enhancement: Two post-chat items instructed 
participants to imagine speaking with a real person and rate friendship/ 
confiding potential. These served as methodological tools amplifying 
social processing tendencies per CASA principles (Fox & Gambino, 2021; 
Gambino et al., 2020; Heyselaar, 2023; Nass & Moon, 2000)— 
strengthening both automatic and mindful anthropomorphic responses 
to technology (Gu et al., 2024; Q. Li et al., 2023; Rao Hill & Troshani, 
2024). This priming potentially enhanced ecological validity of subse
quent article responses.

Comprehension Checks: Six content-based items ensured article pro
cessing, addressing limitations of simple attention checks (Guerreiro 
et al., 2022; Muszyński, 2023; Shamon & Berning, 2020).

Participants: From 4647 participants recruited via Connect and 
Prime Panels (pre-targeting climate-uncertain users, then Republicans 
as scepticism proxy (Ballew et al., 2019; De Graaf et al., 2023; Hornsey 
et al., 2018; McCright et al., 2016; Tyson et al., 2023). December 
2024–January 2025), 2430 (52.3 %) were screened as non-sceptics. Of 
2217 eligible participants, 884 (39.9 %) dropped out—younger, male, 
Hispanic/Latino, unemployed, less educated, Prime Panels recruits (all P 
values < 0.05), no condition differences. From 1333 completers, 581 
(43.6 %) were excluded—primarily for article comprehension failure (n 
= 254) and insufficient chat engagement (n = 250). Prime Panels 
showed higher dropout/exclusion than Connect (28.5 % vs 3 %; 61.8 % 
vs 27.0 %). Excluded participants were older, male, less educated, un
employed, lower FUM scores (all p values < 0.05); Corrective Chat 
showed highest exclusion. Final sample: N = 752 climate sceptics (mean 
age = 53.2 years, SD = 16.2; 45.4 % female). See SMt-5.2, SM-S5.2, SR 
S5.2–5.3 for details on methods, flow and results.

Procedure: After CCSQ (De Graaf et al., 2023), climate sceptics 
(scores >48) were randomly assigned: (1) Neutral Chat—generic ques
tions, indifferent tone; (2) Corrective Chat—factual climate information 
addressing misconceptions respectfully; (3) Understanding 
Chat—acknowledging climate views without contradiction; (4) Friendly 
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Chat—warm interaction on participant-chosen topics. All except Neutral 
used fine-tuned GPT-4o models to attempt improved conversational 
flow (fine-tune details: SM-S5.2.4).

Post-chat, participants completed anthropomorphism items (“ima
gine talking to real person”; rate befriend/confide potential) as meth
odological priming before FUM scale, not used for analysis. Crucially, 
participants read a climate consensus article attributed to the chat 
partner, using value-framing (Feinberg & Willer, 2013; Lakoff, 2002; 
Wolsko et al., 2016) (community, self-reliance). After credibility 
assessment and six comprehension questions, participants rated their 
voting intention for the chat partner as political candidate (participant’s 
party, centrist, pro climate implicit through having authored the article) 
across four offices. See SM-S5.2, SMt-S5.3.

Materials: CCSQ (De Graaf et al., 2023): Twelve items measuring 
climate scepticism dimensions (α = .79/ω = 0.82). (FUM) (Cahn & 
Shulman, 1984) (α = .94/ω = 0.94). Perceived article credibility 
(Flanagin & Metzger, 2000) (α = .89/ω = 0.91). Voting intention: A 
custom scale comprising four items assessing likelihood to vote for the 
chat partner as candidate across political offices (city council, state 
governor, US senate, president; α = .98/ω = 0.98). Article comprehension: 
Six true/false items verifying understanding were used to assess mean
ingful participation.

Analysis: Regression analyses revealed assumption violations 
requiring robust MM-estimation across all models. Exploratory analysis 
confirmed the chat turns-FUM breakpoint from Study 1, which was then 
incorporated as a binary predictor in models with controls (SMt-S5.4).

The SEM tested COND→ FUM→ CRED→ VOTEINT with CCSQ as 
covariate employed MLR estimation due to multi-item outcomes and 
non-normal distributions (Brown, 2015; Hoyle, 2023; Sass et al., 2014). 
WLSMV convergence issues from extreme multicollinearity—the four 
offices correlated too highly—confirmed this choice. MLR provided 
stable solutions without modifications with FIML handling missing data 
(n = 739–746). The model with controls showed improved fit and was 
selected. Sensitivity analysis with path model supported the findings 
(complete description SMt-S5.5).

2.6. Study 3

Rationale: Study 2’s Understanding and Friendly Chat conditions 
increased pro-climate voting intentions, prompting 60-day follow-up to 
assess effect persistence (SMt-5.7 for detailed rationale).

Differential Predictions: Understanding Chat’s small effects suggested 
potential non-detectability after 60 days, though persistence would 
support theoretical claims of central route processing producing durable 
change (Petty et al., 1995). Conversely, Friendly Chat’s stronger im
mediate effects—likely from transient positive affect as peripheral 
cues—were expected to disappear once emotions subsided.

Source Independence: Unlike Study 2’s integrated design (chat
bot→article→voting for same source), Study 3 presented the political 
candidate without prior study reference. This tested whether attitude 
changes persisted absent immediate source cues. Per ELM, central route 
changes should endure independently, while peripheral route effects 
require source presence. This design assessed whether climate attitude 
shifts influenced behavioural intentions without apparent connection to 
the original chatbot interaction.

Participants: All 525 preliminary valid Connect participants from 
Study 2 were invited for 60-day follow-up (January–February 2025); 
Prime Panels participants could not be re-contacted. Of 752 eligible 
Study 2 participants, 378 (50.3 %) completed follow-up. Non-returning 
participants were more likely employed, from income extremes, older, 
more climate-sceptical, and from Corrective Chat condition (all P values 
< 0.05). From 447 accessing the survey, 43 were retrospectively 
excluded based on finalised Study 2 criteria. Final sample: N = 378 
(mean age = 47.6 years, SD = 13.7; 51.6 % female; 71.6 % retention 
among Connect participants). See SMt-S6.2, SR-S6.2ff.

Procedure: After consent and re-completing CCSQ (De Graaf et al., 

2023), participants responded to a custom voting scenario. As Study 2, 
but the candidate was introduced independently without chatbot/article 
connection featuring a politician from participant’s party (unnamed) 
with centrist views advocating climate action through 
conservative-resonant framing (market solutions, energy indepen
dence). No experimental manipulation, allowing assessment of Study 2 
effect persistence.

Materials: CCSQ (De Graaf et al., 2023): Re-administered to measure 
attitude change (α = .91/ω = 0.92). Voting intention (α = .98/ω = 0.98).

Analysis: All regression models showed assumption violations 
requiring robust MM-estimation (SMt-S6.3). SEM tested: Study 2 
COND→ FUM→ CRED→ CCSQ-t2→ VOTEINT-t2, with baseline CCSQ as 
covariate. Due to extreme correlation between voting items 2 and 3 (r =
0.97), increased model complexity with reduced sample size, these were 
removed, retaining items 1 and 4 (voting for city council, president). 
MLR estimation with FIML handled missing data (n = 374–376). The 
control model selected based on improved fit. Path analysis confirmed 
results, though model fits were poor (SMt-S6.4, SR-6.4).

3. Results

Across four studies, it was tested whether AI chatbot conversations 
could enhance openness to opposing views. The Pilot study (N = 239) 
established proof-of-concept with vaccination attitudes, revealing dif
ferential effects by stance. Study 1 (N = 470) introduced the Feelings of 
Understanding/Misunderstanding (FUM) scale and confirmed the 
mediation pathway. Study 2 (N = 752) compared four conversational 
strategies with climate sceptics, revealing a hierarchy of effectiveness. 
Study 3 (N = 378) examined 60-day persistence of effects.

Despite differential attrition across studies (ranging from 20.3 % to 
50.3 %) randomization remained successful in each study with no 
baseline differences in baseline attitude measures or demographics 
(Supplementary Results S3.3.4, S4.3.5, S5.3.4, 6.3.2). A demographic 
pattern would replicate throughout the program, women and Black/ 
African American participants rated opposing articles as more credible. 
Other demographic patterns varied (See Methods and Supplementary 
Results S3.4, 4.4, 5.4, 6.3 for detailed attrition results and analysis). All 
p-values are reported as two-tailed despite directional hypotheses in 
Studies 1–3, maintaining conservative statistical practices.

3.1. Pilot

The pilot study (N = 239 after 20.3 % exclusions for data quality) 
provided initial evidence that AI chatbot conversations acknowledging 
participants’ vaccination views could influence subsequent vaccination 
intentions, particularly among anti-vaccination participants. Partici
pants were randomly assigned to either no chat control (n = 129) or 
Understanding Chat (n = 110), where they were told they would 
converse with another person but actually interacted with an AI chatbot.

Without direct measurement of feelings of understanding (FUM scale 
not yet implemented), interaction satisfaction served as a proxy. Un
derstanding Chat participants reported high satisfaction (mean 16.2 of 
21), suggesting positive interactional experiences. The primary analysis 
revealed important group differences in how the manipulation affected 
vaccination intentions.

For anti-vaccination participants reading pro-vaccination content, 
Understanding Chat increased vaccination intentions (OR = 5.15, p =
.041), and perceived credibility strongly predicted vaccination in
tentions in this group as well (OR = 4.70, p < .001)—each standard 
deviation increase nearly quadrupled the odds of higher vaccination 
intention. Pro-vaccination participants showed different dynamics: Un
derstanding Chat did not significantly affect their vaccination intentions 
(p = .091), and neither did article credibility (p = .290).

A crucial discovery emerged from exploratory analyses: participants 
who indicated having realised they were conversing with AI (despite 
being told it was another person) rated articles as significantly less 
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credible (β = − 0.79, p = .027), while higher chat satisfaction predicted 
increased credibility (β = 0.21, p = .018). This finding—that perceived 
deception undermined effects while authenticity was critical—informed 
all subsequent study designs, leading us to explicitly disclose the AI 
nature of conversations.

3.2. Study 1

Study 1 (N = 470) replicated and extended the pilot findings with 
two key improvements: implementing the Feelings of Understanding/ 
Misunderstanding (FUM) scale and explicitly informing participants 
they would chat with AI. Participants with extreme vaccination views 
(neutrals were screened out) were randomly assigned to Deflective Chat 
(n = 253; deflecting to unrelated topics) or Understanding Chat (n =
217; exploring and acknowledging vaccination views). The distinct pro- 
vaccination (n = 284) and anti-vaccination (n = 186) groups differed 
systematically—pro-vaccination participants were more likely to be 
male, Hispanic/Latino or Asian/Pacific Islander, students, highly 
educated, higher income, and COVID-vaccinated.

The manipulation created the intended experiential contrast. Un
derstanding Chat participants reported substantially higher feelings of 
understanding (median = 13.0) compared to Deflective Chat (median =
2.0; Cliff’s d = − 0.318, p < .001), confirming successful manipulation. 
Within the structural equation model (SEM), FUM showed direct effects 
on article credibility (pro-vaccination: β = 0.41, 95 % CI [0.30, 0.52], p 
< .001; anti-vaccination: β = 0.23, 95 % CI [0.12, 0.34], p < .001) and 
indirect effects on vaccination intentions mediated through credibility 
(pro-vaccination: β = − 0.07, 95 % CI [–0.13, − 0.01], p = .017; anti- 
vaccination: β = 0.09, 95 % CI [0.03, 0.15], p = .006). While these 
paths from FUM represent correlative associations rather than causal 
experimental effects, they demonstrate the relationship between feeling 
understood and openness to opposing information within our theoretical 
model.

Turning to the experimental causal effects, the SEM revealed the 
hypothesised pathways from Understanding Chat condition operated as 
predicted but with crucial group differences (Figs. 3 and 4). In both 
groups, Understanding Chat influenced article credibility through FUM 
(indirect effect), though these effects were small and total effects on 
credibility were not significant in either group.

3.3. Study 2

Study 2 (N = 752) extended the research to climate change 

scepticism and tested four conversational strategies. Climate sceptics 
were randomly assigned to: Neutral Chat (n = 207; generic questions on 
random topics), Corrective Chat (n = 165; respectfully countering 
climate misconceptions with scientific facts), Understanding Chat (n =
181; exploring and acknowledging climate views without correction), or 
Friendly Chat (n = 199; warm conversation on positive unrelated 
topics).

Conditions created different experiences (η2 = 0.147, p < .001). 
Friendly Chat produced the highest feelings of understanding (median 
= 16.0), Understanding Chat moderate (median = 13.0), Neutral Chat 
low (median = 4.0), and Corrective Chat lowest (median = 0.0). All 
comparisons were significant (ps < 0.003) except Neutral-Corrective. 
While conditions did not differ on article credibility (p = .432), they 
did on voting intentions (η2 = 0.017, p = .005), with Friendly and Un
derstanding Chats showing higher intentions than Neutral Chat.

Within the structural equation model, FUM again showed strong 
correlative pathways to both article credibility (β = 0.30, 95 % CI [0.23, 
0.38], p < .001) and voting intention, both indirectly through credibility 
(β = 0.15, 95 % CI [0.11, 0.19], p < .001) and directly (β = 0.24, 95 % CI 
[0.17, 0.32], p < .001), yielding a substantial total effect (β = 0.40, 95 % 
CI [0.32, 0.47], p < .001). Unlike Study 1, baseline climate scepticism 
predicted feelings of understanding (β = − 0.16, 95 % CI [–0.23, − 0.09], 
p < .001), with stronger sceptics reporting lower FUM (Fig. 5).

Examining experimental causal effects revealed multiple pathways 
to openness (Fig. 5). Understanding Chat produced the most consistent 
pattern: positive though marginal indirect effects on voting intention 
through the complete pathway (β = 0.02, 95 % CI [0.008, 0.04], p =
.002), significant total indirect effects (β = 0.06, 95 % CI [0.007, 0.11], 
p = .026), and detectable total effects (β = 0.09, 95 % CI [0.01, 0.16], p 
= .027). For credibility, Understanding Chat showed positive indirect 
effects through FUM (β = 0.05, 95 % CI [0.02, 0.07], p = .002), though 
no net effect on credibility (β = 0.04, 95 % CI [–0.034, 0.11], p = .316).

Friendly Chat mirrored and exceeded Understanding Chat’s effects 
on voting intention, showing stronger indirect effects (β = 0.06, 95 % CI 
[0.04, 0.08], p < .001) and total effects (β = 0.16, 95 % CI [0.08, 0.23], 
p < .001). However, it exhibited a suppression effect (Field et al., 2012; 
Howell, 2010) for credibility: while showing positive indirect effects 
through FUM (β = 0.12, 95 % CI [0.08, 0.16], p < .001), it simulta
neously had a direct negative effect on credibility. These opposing forces 
cancelled out (total effect: β = 0.05, 95 % CI [–0.02, 0.12], p = .163), 
with the negative direct effect only visible when controlling for FUM.

Corrective Chat showed marginal negative indirect pathways to both 
credibility (β = − 0.03, 95 % CI [–0.06, − 0.006], p = .015) and voting 

Fig. 3. Structural equation model with standardised coefficients for the anti-vaccination group (study 1).
Note. N = 459. SEM1B; The Anti-Vaccination group read an article in favour of vaccination. Understanding = Understanding Chat condition; FUM = Feelings of (mis) 
understanding (higher = more understanding); Credibility = Perceived credibility of opposing article; Vacc.Intention = Intention to vaccinate fictitious child; VAX =
Vaccination attitudes (higher = more sceptical). Model included demographic and procedural controls; χ2 = 904.03 (df = 640, p < .001), CFI = 0.995, TLI = 0.997, 
RMSEA = 0.042 (90 % CI = 0.036–0.049), SRMR = 0.063 (robust/scaled indices are reported); See SR Table S4.41 for full model details and fit indices.
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intention (β = − 0.02, 95 % CI [–0.03, − 0.003], p = .015), with no 
significant total effects on either outcome.

The conversation length effect emerged earlier and more pronounced 
than Study 1. Conversations exceeding seven turns associated with 
decreased feelings of understanding (β = − 0.11, 95 % CI [–0.18, − 0.04], 
p = .002; Fig. 6).

The hierarchy of effectiveness for inducing feelings of understanding 
was: Friendly Chat (strongest but with credibility suppression), Under
standing Chat (moderate with clean pathways), Neutral Chat (baseline), 
and Corrective Chat (counterproductive for immediate openness).

3.4. Study 3

Study 3 examined persistence by re-measuring outcomes 60 days 
after Study 2. Of 752 eligible CloudConnect participants, 378 (50.3 %) 
completed follow-up. Non-returning participants differed system
atically—more likely employed, from incnome extremes, older, more 

climate-sceptical, and from Corrective Chat (all ps < 0.05). Despite 
differential retention, the final sample maintained balance across con
ditions: Neutral (n = 91), Corrective (n = 99), Understanding (n = 89), 
and Friendly (n = 99), with no baseline climate scepticism differences 
between conditions. Average follow-up was 60.0 days (Supplementary 
Results S6.2–6.3).

Re-analysis of Study 2 variables within the retained sample 
confirmed original patterns with increased effect sizes in this higher- 
quality CloudConnect subsample. Though Corrective Chat’s negative 
effect on FUM became marginally non-significant (p = .051–0.146), 
likely due to reduced power.

The most consistent finding was the persistence of FUM’s correlative 
pathways. Even 60 days later, baseline feelings of understanding pre
dicted both reduced climate scepticism (β = − 0.20, 95 % CI [–0.31, 
− 0.08], p = .001) and increased voting intentions (β = 0.33, 95 % CI 
[0.22, 0.45], p < .001), controlling for demographics and baseline 
scepticism. While FUM’s effects were partially mediated by credibility, 

Fig. 4. Structural equation model with standardised coefficients for the pro-vaccination group (study 1).
Note. SEM1B; The Pro-Vaccination group read an article opposed to vaccination. Fig. 3 notes apply.

Fig. 5. Structural equation model with standardised coefficients (study 2).
Note. N = 739; SEM2B; Corrective = Corrective Chat; Understanding = Understanding Chat; Friendly = Friendly Chat; FUM = Feelings of (mis)understanding 
(higher = more understanding); Credibility = Perceived credibility of opposing article; Voting = Intention to vote for the political representative who authored the 
article; Scepticism = Climate change scepticism (higher = more sceptical). Model included demographic and procedural controls. R2 values: FUM = 0.179, Cred
ibility = 0.343, Voting intention = 0.442; χ2 = 1552.36 (df = 476, p < .001), CFI = 0.940, TLI = 0.934, RMSEA = 0.057 (90 % CI = 0.045–0.052), SRMR = 0.061 
(robust/scaled indices are reported); See SR Table S5.43 for full model details.
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considerably higher total effects suggest durable influence beyond the 
measured pathway. The establishment of temporal precedence, with 
FUM measured 60 days prior to outcomes, strengthens evidence for a 
potential causal relationship (Hayes & Little, 2022).

Experimental conditions showed evolving patterns over time (Fig. 7). 
For voting intentions (new scenario without reference to Study 2), Un
derstanding Chat maintained positive indirect effects (β = 0.07, 95 % CI 
[0.02, 0.12], p = .012), including the complete, though marginal, two- 
link mediation through FUM and credibility (β = 0.01, 95 % CI 
[0.001, 0.03], p = .039). While Understanding Chat’s total effect was 
positive but unreliable (β = 0.08, 95 % CI [–0.04, 0.20], p = .208), likely 
due to insufficient power.

Friendly Chat still showed stronger indirect effects on voting in
tentions (β = 0.12, 95 % CI [0.05, 0.18], p = .001) including through the 
complete pathway (β = 0.04, 95 % CI [0.02, 0.07], p = .001). However, 
these positive indirect effects were completely offset by a paradoxical 
direct negative effect (See Fig. 9 for a comparison of short- and long- 
term effects), resulting in no net change (β = − 0.01, 95 % CI [–0.14, 
0.11], p = .812).

Surprisingly, Corrective Chat, which showed no immediate benefits 
in Study 2, emerged with a direct positive effect on voting intentions 
exceeding any other condition (β = 0.13, 95 % CI [0.02, 0.24], p = .025), 
though its total effect remained marginally non-significant (β = 0.12, 95 
% CI [–0.003, 0.25], p = .055). Kruskal-Wallis tests confirmed condition 
differences (χ2 = 10.91, d. f. = 3, p = .012, η2 = 0.029), with pairwise 
comparisons showing reliable differences (Z = − 2.68, p = .044) only 

between Corrective and Friendly conditions (medians: Neutral = 16, 
Corrective = 19, Understanding = 19, Friendly = 16).

For climate scepticism reduction, patterns aligned with voting in
tentions though most effects fell short of conventional thresholds. Un
derstanding Chat and Friendly Chat showed detectable indirect 
pathways through FUM and credibility, with Friendly producing greater 
reductions through this route. However, total effects diverged: Friendly 
Chat’s was negligible (β = − 0.02, 95 % CI [–0.10, 0.06], p = .593), while 
Understanding Chat’s was larger though marginally non-significant (β 
= − 0.07, 95 % CI [–0.15, 0.01], p = .087). Corrective Chat showed a 
direct negative effect on scepticism (β = − 0.09, 95 % CI [–0.19, 0.000], 
p = .053), reliable without control variables.

The longitudinal findings revealed that immediate feelings of un
derstanding created lasting effects on both attitudes and intentions, 
while conversational strategies showed complex temporal dynam
ics—with corrective approaches potentially requiring time for defensive 
reactions to subside before benefits emerge.

3.5. Commentary on effect size

The hypothesised mediation pathway—from experimental condi
tions through FUM and credibility to behavioural intentions—showed 
small but consistent effects (β = 0.02–0.06, except for Pro-Vaccination 
participants, Fig. 8). Full mediation with two links is challenging to 
detect as each link must function and compound multiplicatively (Fritz 
& MacKinnon, 2007; Hayes & Little, 2022; Rucker et al., 2011). While 

Fig. 6. Relationships among chat conditions, number of chat turns, and feelings of (Mis)Understanding (study 2). 
Note. Individual participant observations colored by condition with LOESS-smoothed trend lines. Data filtered to 5th–95th percentile for clarity. Feelings of (mis) 
understanding represents combined score from both scale dimensions.

Fig. 7. Changes in climate scepticism and voting intention from study 2 to study 3. 
Note. (A) Change in mean climate change scepticism from baseline (Study 2) to 60-day follow-up across four conditions. (B) Change in mean voting intention; scores 
standardised due to different scenario framing between timepoints (Study 2: chat partner as candidate; Study 3: moderate politician with climate priorities).

R.E. Huber                                                                                                                                                                                                                                        Computers in Human Behavior 176 (2026) 108870 

10 



the experimental mediation effects are modest, their theoretical and 
practical importance is substantial for three reasons. First, they were 
produced by a minimal, 6-min intervention targeting deeply-held be
liefs. Second, they demonstrated persistence over a 60-day follow-up, a 
high bar for brief interventions. Third, and most critically, these small 
effects were consistently observed across multiple studies, a pattern that 
meets the criteria for theoretical relevance and suggests a robust, 
replicable phenomenon (Götz et al., 2022; Primbs et al., 2023). Fig. 10
presents a summary of effects across all studies.

4. Discussion

This research employed novel methodology, combining experimen
tally controlled LLM-mediated conversations with a longitudinal 60-day 
follow-up to track the persistence and evolution of persuasive effects. It 
demonstrated that brief AI conversations can enhance openness to 
opposing information through induced feelings of understanding, with 
effects persisting 60 days post-interaction but varying markedly by 
conversational strategy. While Understanding Chat fostered openness 
through expected pathways, Friendly Chat revealed competing mecha
nisms and Corrective Chat showed delayed benefits.

4.1. Feelings of understanding

In line with the hypothesis strong correlational pathways emerged 
from feelings of understanding (FUM) to perceived credibility of 
opposing views and counter-attitudinal behavioural intentions across all 
studies. However, the FUM scale’s sensitivity to non-topical positive 
conversation—with Friendly Chat producing twice the effect of Under
standing Chat—suggests it captures general affective experience rather 
than a more complex affective-cognitive construct, as others have sug
gested (Grice, 1997; Schrodt, 2003; Schrodt & Finn, 2011) and why this 
scale was chosen. Without baseline mood assessment, correlational ef
fects cannot be attributed exclusively to the manipulated experience of 
feeling understood.

However, the durability of these pathways at 60-day follow-up 
strengthens evidence for potential causality (Hayes & Little, 2022) and 
supports the presented ELM (Petty & Cacioppo, 1986) mechanisms 
whereby positive affective states from feeling understood (Morelli et al., 

Fig. 8. Structural equation model with standardised coefficients (study 3). 
Note. N = 374; SEM3B; Corrective = Corrective Chat; Understanding = Understanding Chat; Friendly = Friendly Chat; FUM = Feelings of (mis)understanding 
(higher = more understanding); Credibility = Perceived credibility of opposing article; VotingT2 = Voting intention at follow-up; ScepticismT1/T2 = Climate change 
scepticism at baseline/60-day follow-up. - = 374; R2 values: FUM = 0.278, Credibility = 0.373, Scepticism T2 = 0.533, Voting T2 = 0.253. χ2 

= 1740.49 (df = 845, p 
< .001), CFI = 0.905, TLI = 0.898, RMSEA = 0.054 (90 % CI = 0.051–0.058), SRMR = 0.057 (robust/scaled indices are reported); See SR Table S6.26 for full details.

Fig. 9. Competing mechanisms of friendly chat on voting intention. 
Note. The chart displays standardised effect estimates (β) from the structural 
equation models, comparing the effects of the Friendly Chat condition (relative 
to the Neutral Chat control) on voting intention in Study 2 (Short-Term) and 
Study 3 (Long-Term). “Indirect Effect” represents the sum of all mediated 
pathways (e.g., via FUM); “Direct Effect” is the unmediated path from the 
condition to the outcome; “Total Effect” is the sum of all direct and indirect 
paths. The figure highlights how the positive indirect effect is supported by a 
non-significant positive direct effect in the short term (Study 2) but is cancelled 
by an emergent, significant negative direct effect in the long term (Study 3). 
Bars with reduced opacity represent non-significant paths. *p < .05, **p < .01, 
**p < .001.
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2014) could enhance openness through multiple routes: increasing 
processing motivation and ability, influencing elaboration bias favour
ably, or serving as peripheral cues signalling source trustworthiness.

4.2. Competing mechanisms and the complexity of AI-mediated 
understanding

The hypothesis received further support through causal relationships 
for counter-attitudinal behavioural intentions. The Understanding Chat 
predicted vaccination intentions in Anti-Vaccination participants (Pilot, 
Study 1) and voting intentions (Study 2), with weaker evidence 60 days 
later in Study 3. The Friendly Chat showed stronger voting intention 
effects than Understanding Chat in Study 2 but no effect in Study 3.

While behavioural intention effects were consistently mediated by 
FUM, full mediation through both FUM and credibility yielded small 
effect sizes despite being clearly non-random, suggesting additional 
pathways which require further research. Critically, examining credi
bility revealed counteracting processes: mediated effects through FUM 
were positive, but total effects were smaller or absent. The more 
nuanced Understanding Chat showed mixed evidence for this, which 
was mostly only indicated and clearly observed in the majority opinion 
pro-vaccination group in Study 1. However, the Friendly Chat demon
strated clear suppression (Field et al., 2012; Howell, 2010) effects—
positive mediated pathways increased credibility and intentions while 
direct negative effects cancelled these gains. This “driving with brakes 
on” pattern emerged weakly in Study 2 but crystallised in Study 3, ul
timately returning outcomes to Neutral Chat levels.

This may represent the most interesting finding: humans could 
potentially operate with two systems when encountering AI-mediated 
understanding. One system may respond automatically to displays of 

understanding regardless of source authenticity, while another possibly 
simultaneously detects and resists artificiality—An authenticity paradox 
which demands further investigation.

Short-vs. Long-term Effects: Crucially, in the short term, the 
competing mechanisms were only observed for the perceived credibility 
of opposing views; the voting intention remained untouched, with 
negative effects manifesting only in the long term. However, the tem
porary openness to voting for a counter-attitudinal politician might also 
be explained by the political representative being framed as the chat 
partner exclusively in Study 2 and Broaden-and-Build Theory, which 
posits that positive emotions can temporarily increase openness by 
broadening thought-action repertoires (Fredrickson, 2001; Fredrickson 
& Branigan, 2005).

AI Suspicion: These competing mechanisms align with evidence of 
human reactions to AI: Well-intentioned AI interactions can elicit sus
picion when viewed as artificial or manipulative (Yin et al., 2024), users 
increasingly prefer less overtly human-like LLMs (Cheng et al., 2025), 
and AI perceived as lacking genuine empathy (Wygnańska, 2023) or 
reciprocity (Brandtzaeg et al., 2022) creates unease. These findings 
could explain our experimental conditions’ dual nature: triggering 
evolutionarily ingrained positive reactions while simultaneously acti
vating negative responses through perceived inauthenticity.

In addition to these competing forces, Friendly Chat’s effects may 
have been more complex than simple cancellation. Temporary effects 
suggest peripheral route processing (Petty et al., 1993, 1995), and others 
have noted good mood reduces systematic processing (Schwarz & Bless, 
1991; Worth & Mackie, 1987). However, durable correlational effects 
and positive indirect effects at follow-up higher than from Under
standing Chat indicate that high FUM scores may have enabled lasting 
changes beyond what positive affect alone would predict. Positive affect 

Fig. 10. Indirect Pathways from Experimental Conditions to Outcomes Across three Studies. 
Note. Forest plots showing standardised indirect and total effects from structural equation models. (A) Effects on behavioural intentions (vaccination intention in 
Study 1, voting intention in Studies 2–3). (B) Effects on credibility and climate change scepticism at follow-up (Study 3). Points represent standardised coefficients (β) 
with 95 % confidence intervals relative to control conditions (Deflective Chat in Study 1, Neutral Chat in Studies 2–3). AV = anti-vaccination group; PV = pro- 
vaccination group; FUM = Feelings of (mis)understanding; CC Skep T2 = Climate change scepticism at 60-day follow-up; Sum Indirect = sum of indirect effects; Sum 
All = total effect. *p < .05, **p < .01, **p < .001.
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or an activated reward system may have freed cognitive resources or 
enhanced source likability sufficiently for thoughtful engagement with 
opposing information.

Conversely, Friendly Chat may have produced durable negative ef
fects resembling the Pilot Study, where concealing AI identity under
mined efficacy. Through an ELM lens (Petty & Cacioppo, 1986), 
off-topic positive interaction before a persuasive task could seem mis
matched, creating suspicion. While initial positive affect might have 
enabled elaboration, perceived manipulation could have damaged 
source trust, prompted negatively biased processing, or acted as a 
negative peripheral cue.

Corrective Chat Surprise: The Corrective Chat warrants special 
attention. Despite respectful delivery, factual corrections produced 
lower feelings of understanding and no immediate effects. However, 
Study 3 revealed this as the only condition with positive direct effects on 
long-term voting intentions and trends toward reduced climate scepti
cism. These effects occurred directly, without mediation through FUM 
or credibility, suggesting respectfully delivered facts may be processed 
and integrated over time despite initial resistance. This supports previ
ous findings of durable chatbot correction effects (Costello et al., 2024). 
While resembling the sleeper effect, absent immediate effects make it 
difficult to establish whether necessary conditions were met (Kumkale & 
Albarracín, 2004), though delayed positive intentions suggest deeper 
cognitive processing occurred.

4.3. The influence of pre-existing stances and participant demographics

Pro- and anti-vaccination groups showed differential effects in 
Studies 1 and 2. While the experimental pathway (Understanding 
Chat→FUM→credibility→intention) appeared in both groups, effect 
sizes differed markedly. Pro-vaccination participants showed 50 % 
higher effects from condition to FUM and nearly double the effect from 
FUM to credibility, yet only half the magnitude from credibility to 
intention. Combined with negative direct effects on credibility, this 
yielded no detectable total effects on vaccination intention. These dy
namics suggest persuasion processes vary by attitudinal position, 
consistent with research showing minorities benefit more from feeling 
heard than majorities (Bruneau & Saxe, 2012).

Consistent demographic patterns emerged for women and Black/ 
African American participants who rated opposing articles as more 
credible across studies (except pro-vaccination participants in Study 1). 
Less consistently, age was positively associated with feelings of under
standing but inversely with credibility of opposing information, while 
higher education predicted lower feelings of understanding. Current 
literature offers little explanation—the Receptiveness to Opposing 
Views scale found no gender differences (Minson et al., 2020), and 
cultural differences in feeling understood concern different aspects of 
self-perception (Oishi et al., 2010). These patterns require targeted 
future investigation.

4.4. Eliciting “feeling understood” via AI

Studies 1 and 2 confirmed that AI chatbots effectively induced feel
ings of being understood, aligning with the Computers Are Social Actors 
paradigm (Reeves & Nass, 1996). This extends evidence that individuals 
form relational responses to AI, from companionate bonds to perceiving 
human-like minds (Brandtzaeg et al., 2022; De Freitas et al., 2024; Lee & 
Hahn, 2024; Wygnańska, 2023), supported by LLMs’ demonstrated so
phisticated emotional understanding (Schlegel et al., 2025). Yet humans 
remain discerning, as previous findings outlined above and the 
competing mechanisms revealed. FUM scores peaked around ten con
versation turns before declining, possibly suggesting extended in
teractions exposed limitations.

4.5. Practical implications

The findings have implications for countering misinformation and 
societal division central to cognitive warfare. On a professional level, 
practitioners in conflict-prone occupational fields—teachers, doctors, 
police, governments, politicians—could prioritize authentic under
standing and acknowledgment without fearing legitimization of ex
tremes, as neither this nor past research appears to support such a 
mechanism.

Who is Right? The Understanding Chat’s success may reflect the 
epistemic value of abandoning truth dominance—a core scientific 
principle (Popper, 1984) that society could fearlessly embrace, since not 
only this research shows genuine understanding yields precious benefits: 
increased openness and intellectual humility (Itzchakov et al., 2024; 
Minson & Chen, 2022), reduced prejudice and political separatism 
(Livingstone, Fernández Rodríguez, & Rothers, 2020), greater 
cross-difference engagement (Livingstone, Fernández Rodríguez, & 
Rothers, 2020; Yeomans et al., 2020), and strengthened 
ideological-crossing bonds (Reschke et al., 2020). Thus, educational 
curricula should expand beyond debunking to include receptive 
communication training and foster acceptance of contrary opinions.

The Bitter Pill: artificial chatbot conversations worked despite their 
disingenuous nature. This demonstrates abuse potential for AI and in
duction of positive affect in general. These responses may be evolu
tionarily ingrained—part of us appears to respond to artificial displays 
of understanding, unable to distinguish genuine from performed 
empathy. Beyond AI providers, malicious actors—influencers, politi
cians, marketers—may exploit induced feelings of understanding. 
Demagogues have long used “I understand you” tactics to capture those 
feeling unheard (Engesser et al., 2017; Kaltwasser et al., 2017; Şimşek, 
2024); AI now enables unprecedented scaling. However, the observed 
negative effects in our studies indicate latent resilience against such 
manipulation. This points to the potential value of education in recog
nizing weaponized performance and enhance our ability to distinguish 
authentic from manipulative understanding.

Vulnerability to such manipulation may stem from perceived or real 
unmet needs for understanding, with stronger effects documented in 
minority groups (Bruneau & Saxe, 2012). Concerns about health, eco
nomic, or cultural changes should be met with acknowledgment rather 
than dismissal, as otherwise individuals may become receptive to any 
source offering validation—including populist movements. Current so
cietal divisions may partially reflect fundamental needs for under
standing and belonging (Baumeister & Leary, 1995; Deci & Ryan, 1987; 
Swann Jr, 1990), and fostering understanding of opposing opinions pulls 
the rug out from under division-based societal attacks. What is more 
dangerous—Differences in our truths or the divisions we let them 
create?

4.6. Limitations

Several limitations constrain interpretation. First, “feeling under
stood” lacks uniform definition or measurement (Lun et al., 2008; 
Morelli et al., 2014; Reis et al., 2017). The FUM scale’s sensitivity to 
non-topical positive conversation (i.e., the Friendly Chat condition) 
suggests it may measure general affective states, rather than a nuanced, 
cognitive appraisal of genuine, topic-specific understanding, and does 
not distinguish it from mere positive affect or reward system activation 
(Oishi et al., 2010; Reis & Gable, 2015).

Second, while the ELM framework provided theoretical grounding, it 
cannot be definitely identified which specific pathways activated in 
Understanding Chat or Friendly Chat—enhanced motivation, increased 
ability, altered processing, or peripheral cues. Though persistence and 
credibility mediation suggest central route processing (Petty et al., 
1995), precise mechanisms remain speculative.

Third, operationalising openness as credibility ratings and counter- 
attitudinal intentions captures only one dimension, potentially missing 
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shifts in cognitive flexibility or epistemic attitudes that broader con
ceptualizations include (Itzchakov et al., 2024; Minson et al., 2020; Reis 
et al., 2017).

Fourth, samples were non-representative with high exclusion rates, 
particularly affecting men and lower-educated participants. Differing 
pro/anti-vaccination dynamics suggest persuasion varies by attitudinal 
position, limiting generalizability.

Fifth, artificial experimental contexts—single interactions followed 
by prescribed articles—produced small effect sizes. AI understanding 
may differ fundamentally from human understanding, limiting theo
retical conclusions about interpersonal persuasion.

Sixth, some structural equation models required adaptations for 
convergence, Study 3 was underpowered, resulting in a model with poor 
overall fit and insufficient sample size for the model’s complexity. 
Therefore, all findings regarding the persistence of specific pathways at 
60 days must be interpreted with significant caution and require 
replication.

Seventh, while prompts and fine-tuning data are provided, the 
inherent stochastic nature of LLMs means that conversational content 
inevitably varied between participants. This introduces variance that 
limits the feasibility of a strict replication.

Finally, Study 2 and 3 occurred shortly after Trump’s re-election 
potentially affecting minority/majority dynamics, testing only two 
topics with single exposures limits domain insights, and findings need 
replication.

4.7. Future research

Future research should distinguish whether effects stem from reward 
system activation, general positive affect, or genuine feelings of under
standing through targeted experimental manipulation. It has previously 
been found that different kinds of positive emotions affect processing 
differently (Griskevicius et al., 2010); feeling understood might present 
its own mechanisms. Identifying which ELM pathways activa
te—motivation, ability, processing valence, or peripheral 
cues—requires systematic investigation. The boundaries between 
machine-made, genuine, and strategic understanding warrant exami
nation, as does developing standardised measures for both feelings of 
understanding and openness constructs.

Unexpected findings merit exploration. Friendly Chat’s negative 
direct effects may represent a novel inauthenticity-driven backfire. 
Critical questions include when authenticity detection overrides auto
matic understanding responses, why short term effects differed between 
credibility and behavioural intentions, and whether mainstream-aligned 
individuals benefit less from validation they already receive.

Methodological improvements include representative samples by 
removing chat/reading barriers through voice-based interactions and 
video presentations. Testing diverse topics beyond vaccination/climate, 
examining minority/majority configurations, and longitudinal designs 
with baseline mood controls would enhance generalizability and causal 
inference. A hybrid approach combining Understanding Chat with 
carefully integrated corrections should be explored.

4.8. Conclusion

Most remarkably, any persistence after 60 days from a single 6-min 
interaction is noteworthy. Findings suggest that feeling understood in
creases openness to opposing information and fosters counterattitudinal 
behaviour both in the short and long term. Divergent temporal dynamics 
emphasize the critical importance of longitudinal asses
sment—immediately effective interventions may disappear while 
seemingly ineffective approaches plant seeds for future change.

This work reveals both promise and peril: Feeling understood can 
bridge divides but is vulnerable to manipulation. Fortunately, a 
competing detection system may offer potential protection against 
inauthentic understanding. It began confronting cognitive 

warfare—deliberate manipulation fracturing societies. It concludes with 
an unexpectedly simple insight: in an era of sophisticated disinformation 
and algorithmic polarization, the path forward might be as basic as 
making people feel heard. Perhaps countering these attacks requires 
simply genuine acceptance and friendliness.
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